On the Sensitivity of Bevelled and Conical Coaxial Needle Probes for Dielectric Spectroscopy

Hossein Asilian Bidgoli\textsuperscript{1}, Nicola Schieda\textsuperscript{2}, and Carlos Rossa\textsuperscript{1}

\textbf{Abstract}—Dielectric spectroscopy measures the permittivity of a material in a wide frequency band for analysis and characterisation with many applications in biomedical engineering. It is typically performed by measuring the reflection coefficient of the material under test using an open flat-ended coaxial probe. However, probes with a flat end cannot cut through biological tissues and thus, can only be deployed for \textit{ex-vivo} measurements. Bevelled and conical-ended coaxial probes can overcome this limitation as they can be integrated into existing surgical tools for \textit{in-vivo} measurements. The geometry of the probe strongly affects the measurement accuracy and this effect must be modelled precisely before deployment. Although there has been significant research using flat-ended probes, there is very limited research investigating other probe geometries. In this paper, a closed-form model of a bevelled and a conical end coaxial probe is presented for the first time. The model is based on the analytical solution of aperture admittance. The accuracy of the model is validated using both simulation and experimental results with a relative error of less than 1\% for a wide range of permittivity values and frequencies. Using the obtained model, the sensitivity of conical and bevelled probes is analysed and compared. The results indicate that bevelled probes have a higher sensitivity than conical probes for tissue measurement and thus are the preferable probe geometry for \textit{in-vivo} deployment.
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\section{I. INTRODUCTION}

The permittivity of biological tissue governs the interaction of electromagnetic fields with organizations at the cellular, molecular, and ionic levels, and is a strong biomarker for tissue identification. Dielectric spectroscopy is a technique used to measure the dielectric properties of a medium, including its permittivity, as a function of frequency. Permittivity tissue characterization has been done in radio frequency (RF), microwave, and more recently, in the millimetre-wave frequency band \cite{1}–[6]. An important application of permittivity characterization is cancer detection. In fact, it is possible to differentiate malignant from benign tissue based on the tissue’s permittivity in the range of 10 Hz to 20 GHz \cite{3}, [7]–[9].
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The most convenient method for determining the permittivity of a biological tissue is to subject it to an electromagnetic field and quantify its reflection coefficient, i.e., a parameter that describes how much of the electromagnetic field is reflected by the tissue \cite{10}. Electromagnetic energy is applied to a material under test (MUT) using a transmission line. The injected energy is radiated, absorbed, or reflected. The reflection coefficient is the ratio of reflected energy to the transmitted energy through the transmission line at the contact plane of the MUT. The reflection coefficient depends on the permittivity of the material, and it can be measured by a vector network analyzer (VNA). Amongst the various type of transmission lines such as rectangular or circular waveguides, coaxial lines have the advantage of widening the range of frequencies at which measurements can be taken \cite{11}.

Different methods have been proposed to extract the permittivity values from the reflection coefficient. For example, a lumped equivalent circuit model of the MUT can be used, but a single set of model parameters is generally not able to describe the measured reflection coefficient across the entire frequency band that the probe covers \cite{12}. Analytical solutions for the aperture admittance of an open-ended coaxial cable that radiates into an unbounded material have also been proposed. The measured reflection coefficient is fed to an iterative model to extract the permittivity values \cite{11}. These methods are the basis of many commercial open-ended coaxial probes designed for measuring the permittivity of a variety of materials. Commercial probes typically take the form of coaxial cables with a flat end. Such a simple geometry, and the analogy that can be established with a transmission line opening to an infinite ground plane, is easier to model and analyse than more complex geometries \cite{13}–[15].

A critical limitation of using flat open-ended coaxial probes is that they cannot be used for biological tissue characterization. Flat open-ended coaxial probes cannot cut through tissue, and therefore they cannot be easily integrated into surgical tools for \textit{in-vivo} deployment, such as in biopsy needles and drainage catheters. All measurements performed with flat-ended probes must be conducted using \textit{ex-vivo} excised tissue. \textit{In-vivo} measurements may be more useful, especially if real-time feedback can be provided to guide biopsy procedures and focal treatment such as ablation \cite{16}. A solution to this problem is to consider probes having a bevelled or conical coaxial end that can cut through tissue as the probe is inserted and steered towards a point of interest. This type of probe can then be integrated into diagnostic or treatment tools for \textit{in-vivo} feedback about the characteristics of the tissue in contact with the probe’s tip. As a consequence of its sharp geometry, an
important benefit of using bevelled or conical-shaped probes is the decreased chance of trapping air between the probe’s tip and the tissue.

Although many different models have been proposed to describe the aperture admittance of flat open-ended coaxial probes, there is a critical gap in the literature with regard to bevelled and conical open-ended coaxial probes. In fact, the probe’s own geometry strongly affects the measured field reflected from the tissue. Therefore the effect of the probe’s diameter and the bevel or conical cut angle on the probe’s accuracy and sensitivity must be thoroughly investigated. Accuracy defines how well the probe can extract the true relative permittivity properties of the tissue, while sensitivity corresponds to its ability to detect small variations in the relative permittivity characteristics of the tissue [17]. More specifically, the sensitivity can be defined as the relative change in the measured reflection coefficient with respect to the relative change in permittivity. Sensitivity thus defines accuracy [18].

The development of a new probe for in-vivo permittivity tissue characterization requires: (1) An accurate model of the probe’s admittance to extract the tissue’s permittivity properties from the measured reflection coefficient; and (2) that the probe’s sensitivity be quantified for different geometries to guide the choice of the optimal probe type.

This paper presents a broadband model of aperture admittance of an open-ended coaxial probe with bevelled and conical ends. First, in Section II an analytical model of the aperture admittance is derived for a generic open-ended probe. A Taylor series expansion is used to simplify the equations describing the admittance as a function of a series of geometry-specific coefficients. A procedure for obtaining these model coefficients is introduced in Section III. This is achieved by simulating different probe geometries in Ansys HFSS and using the data to find the model parameters. Experimental validation of the model using two probe geometries is presented in section IV. In Section V the model is used to quantify and compare the sensitivity of different probe geometries. Recommendations for the optimization the probe geometry and the consistency of the obtained results with previous work are also discussed. Finally, Section VI summarizes the main conclusions of this paper. To the best of the author’s knowledge, such a comprehensive analysis for conical and bevelled end probes designed for in-vivo measurements has not been presented before.

II. ADMITTANCE MODEL OF A COAXIAL PROBE

Consider a coaxial probe with inner and outer radii a and b, respectively, filled with a lossless homogeneous dielectric having a relative permittivity \( \epsilon_r \). The tip of the probe is inserted into a tissue having a complex relative permittivity \( \epsilon_t = \epsilon_\infty - j\frac{\sigma}{\omega \epsilon_0} \), where \( \epsilon_\infty \) is the relative permittivity, \( \sigma \) is the conductivity, \( \omega \) is the angular frequency, and \( \epsilon_0 \) is the vacuum permittivity, as shown in Fig. 1(a). The probe can be terminated with either a flat, bevelled, or conical end. The cut angle \( \alpha \) is the complementary angle between the probe’s longitudinal axis and the tip’s bevel or conical surface, see Fig. 1(b) and 1(c), respectively.

The normalized aperture admittance at the open-ended surface of this coaxial probe in terms of the dominant mode reflection coefficient (\( \Gamma \)) can be defined as:

\[
Y_s = \frac{1 - \Gamma}{1 + \Gamma}
\]

The coaxial line can support transverse electric (TE) and transverse magnetic (TM) wave propagation modes in addition to the transverse electromagnetic (TEM) mode. In practice, the TE and TM modes only have a reactive effect near the line’s aperture and can be neglected elsewhere. In fact, the principal TEM can be considered the dominant mode for small cut angles (\( \alpha \)) in the bevelled and conical geometries [19]. This assumption is correct if the frequency is well below the cut-off frequency of dominant TE or TM modes [20]. By matching the radiated fields of the aperture to the TEM of the coaxial line, the normalized admittance \( Y_s \), in terms of the electric and magnetic field of the aperture (assuming radial symmetry), can be expressed as [19]:

\[
Y_s = \frac{jk_m^2}{2\pi k_c} \times \int H_s \Bigg( \int M_e e^{-jk_m R_e} ds' + \int M_i e^{-jk_m R_i} ds'' \Bigg) ds \int E_s H_s ds\]

\[
= \frac{\int M_e e^{-jk_m R_e} ds' + \int M_i e^{-jk_m R_i} ds''}{\int E_s H_s ds}
\]

where

\[
k_c = \omega \sqrt{\epsilon_t \epsilon_0 \mu_0}
\]

\[
k_m = \omega \sqrt{\epsilon_t \epsilon_0 \mu_0}
\]
and $E_s$ and $H_s$ are the surface tangential electric and magnetic field of the probe aperture respectively. $M_e$ is the equivalent magnetic current source and $M_i$ is the imaginary magnetic current source. $R_e$ and $R_i$ are the distances between the point where the inner and outer integrals are calculated in (2). Also, $s$ and $s'$ are the aperture surface, and $s''$ is the surface on which the imaginary magnetic current flows.

For a flat open-ended probe, that is, $\alpha = 0^\circ$ in Fig. 1(a), both magnetic current sources ($M_e$ and $M_i$) are equal to $E_s$ based on Huygens’s principle and image theory. However, for bevelled and conical geometries these currents cannot be determined analytically since the two exponential terms within the integrals in (2) are concurrently dependent on the probe geometry and medium characteristics. The effect of the probe’s geometry on the admittance is therefore not explicitly known.

As suggested in [21], the integrals in (2) can be made independent of the medium characteristics through a Taylor series expansion of its exponential terms. To provide a fast computation of the normalized aperture admittance using the expansion, (2) can be rewritten as:

$$Y_s = \frac{k^2}{2\pi k_e} \left[ j \left( I_0 - \frac{k_{m}^2}{2} I_2 + \frac{k_{m}^4}{24} I_4 - \ldots \right) - \left( k_{m} I_1 - \frac{k_{m}^3}{6} I_3 + \frac{k_{m}^5}{120} I_5 - \ldots \right) \right]$$

(3)

where

$$I_n = \frac{\int H_s \left( \int M_e R_e^{n-1} ds' + \int M_i R_i^{n-1} ds'' \right) ds}{\int E_s H_s ds}.$$  

(4)

The terms $I_n$ in the above equation, henceforward referred to as the probe’s coefficient, are independent of the medium characteristics and solely a function of the geometry of the probe. These coefficients need to be calculated once for every probe geometry. Even though the analytical calculation of these coefficients is possible for simple geometries, an optimization method is required to include the effect of higher order modes and eliminate the infinite ground plane assumption [21]. The probe's coefficients can be identified by fitting the aperture admittance model (2) to some known aperture admittance obtained from experimental evaluation or simulations.

III. CALCULATING THE PROBE’S COEFFICIENTS

In this paper, the probe’s coefficients are identified through model fitting using simulated data obtained from multiple materials and frequencies. Simulation is performed in Ansys HFSS. Subsequently, the model is validated in a different range of frequencies than that used for model fitting, and also experimentally in Section IV.

A. Data generation for model fitting

Fig. 2 shows a 3D drawing of a flat coaxial probe in a MUT in the simulation environment implemented in Ansys. Three different coaxial probe geometries are simulated i.e., the flat, a bevelled, and a conical shape. The latter two are simulated using two different cut angles i.e., $\alpha = 60^\circ$ and $\alpha = 70^\circ$. These angles are chosen to match the cut angles of commercially available surgical and biopsy needles [22], [23]. The coaxial line dimension is a standard 50-Ω Teflon-filled cable with an external diameter of 1.15 mm, a dielectric radius of $b = 0.43$ mm and an inner conductor radius of $a = 0.14$ mm. The diameter of MUT is 5 mm, which is much larger than the sample zone in which the electromagnetic field penetrates [24]. To convert the simulated reflection coefficient to the aperture-plane reflection coefficient, the length of the probe’s inner conductor is de-embedded from the simulation results.

Simulation is performed at two frequencies, i.e., 1 and 10 GHz. The permittivity values used for model identification are chosen to be within the range of biological tissues [1]–[5]. The relative permittivity of the MUT ranges from 1 $\leq \epsilon_r \leq 100$ with increments of 5, while its conductivity ranges from 0 S/m $\leq \sigma \leq 100$ S/m in increments of 5 S/m. This amounts to 441 unique MUT and 882 simulations in total. Once the reflection coefficients are obtained, the normalized aperture admittance can be computed using (1) for every combination of ($\epsilon_r$, $\sigma$) at each frequency.

B. Model fitting

The objective is to determine the probe’s coefficients $I_n$ so as to minimize the relative error between the admittance calculated using the model ($Y_{\text{model}}$) and the admittance obtained through the simulation ($Y_{\text{sim}}$), i.e.,

$$\text{Error} = \frac{1}{p} \sum_{i=1}^{p} \left| \frac{Y_{\text{sim},i} - Y_{\text{model}}(I_n)_i}{Y_{\text{sim},i}} \right|$$

(5)

where $p$ is the number of simulations used. As the values of admittance vary significantly, the error is evaluated relative to the magnitude of the admittance.

An initial value for the coefficients can be obtained using the least square method (LSTSQ), which is built by the GELSD
TABLE I
RELATIVE MODEL FITTING ERROR

<table>
<thead>
<tr>
<th>Probe type</th>
<th>Method</th>
<th>α = 0°</th>
<th>α = 60°</th>
<th>α = 70°</th>
<th>α = 60°</th>
<th>α = 70°</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LSTSQ</td>
<td>4.1%</td>
<td>5.0%</td>
<td>7.2%</td>
<td>6.5%</td>
<td>8.9%</td>
</tr>
<tr>
<td></td>
<td>ADAM</td>
<td>0.4%</td>
<td>0.9%</td>
<td>0.8%</td>
<td>0.6%</td>
<td>2.7%</td>
</tr>
</tbody>
</table>

TABLE II
PROBE COEFFICIENTS FOR DIFFERENT GEOMETRIES

<table>
<thead>
<tr>
<th>Probe type</th>
<th>α = 0°</th>
<th>α = 60°</th>
<th>α = 70°</th>
<th>Conical</th>
<th>Conical</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I₀</td>
<td>7.38 × 10⁻⁴</td>
<td>1.10 × 10⁻³</td>
<td>1.41 × 10⁻³</td>
<td>1.40 × 10⁻³</td>
</tr>
<tr>
<td></td>
<td>I₁</td>
<td>8.74 × 10⁻⁴</td>
<td>3.81 × 10⁻⁴</td>
<td>2.68 × 10⁻⁴</td>
<td>1.68 × 10⁻⁴</td>
</tr>
<tr>
<td></td>
<td>I₂</td>
<td>1.30 × 10⁻⁴</td>
<td>5.74 × 10⁻⁴</td>
<td>7.47 × 10⁻⁴</td>
<td>5.38 × 10⁻⁴</td>
</tr>
<tr>
<td></td>
<td>I₃</td>
<td>1.84 × 10⁻⁵</td>
<td>6.48 × 10⁻⁵</td>
<td>1.10 × 10⁻⁵</td>
<td>1.64 × 10⁻⁵</td>
</tr>
<tr>
<td></td>
<td>I₄</td>
<td>2.54 × 10⁻⁶</td>
<td>3.59 × 10⁻⁶</td>
<td>3.75 × 10⁻⁶</td>
<td>1.78 × 10⁻⁶</td>
</tr>
<tr>
<td></td>
<td>I₅</td>
<td>3.30 × 10⁻⁷</td>
<td>1.80 × 10⁻⁹</td>
<td>8.02 × 10⁻⁹</td>
<td>1.18 × 10⁻⁹</td>
</tr>
</tbody>
</table>

routines from LAPACK package [25]. The LSTSQ method calculates the vector \( x \) such that it minimizes \( ||b - Ax|| \) where:

\[
b = \begin{bmatrix} Y_{sim,1} \\ Y_{sim,2} \\ \vdots \\ Y_{sim,n} \end{bmatrix}^T \tag{6}
\]

\[
A = \frac{1}{2\pi k_e} \begin{bmatrix} k_m^2 & jk_m^2 & \cdots & jk_m^{n+2} \\ k_{m,p} & jk_{m,p} & \cdots & jk_{m,p}^{n+2} \\ \vdots & \vdots & \ddots & \vdots \\ k_{m,p} & jk_{m,p} & \cdots & jk_{m,p}^{n+2} \end{bmatrix} \tag{7}
\]

and vector \( x \) contains the probe’s coefficients:

\[
x = \begin{bmatrix} I_0 \\ I_1 \\ \vdots \\ I_n \end{bmatrix} \tag{9}
\]

The LSTSQ method is fast and does not need an initial guess. However, convergence to a global minimum is not guaranteed. To further reduce the fitting error, the result of the LSTSQ method is normalized and fed to an optimization method, in this case, the adaptive moment estimation method (ADAM) is used [26]. This algorithm is a stochastic gradient descent method based on adaptive estimation of first-order and second-order moments. The optimization procedure is summarized in Fig. 3.

C. Optimization Results

Table I shows the residual fitting error after the least square and Adam algorithms. An error of less than 1% is obtained with \( n = 6 \) for all geometries except for the conical probe with \( \alpha = 70° \), for which the error is 2.7%. The calculated probe’s coefficients are shown in Table II.

Once the probe’s coefficients are calculated, they can be used to estimate the probe’s admittance at other frequencies. The same set of simulations is then conducted at 0.5, 5, and 15 GHz. The model is validated by comparing the simulated admittance with the one obtained from the model using the parameters listed in Table II. The relative error in the \((\epsilon_r, \sigma)\) plane is shown in Fig. 4 for all geometries and newly simulated frequencies. The total error for each geometry and frequency is summarized in Table III. As the results show, the model performs well for frequencies below the highest frequency used for model fitting, in this case, 10 GHz. The average error at 0.5 and 5 GHz are less than 1.8% and 2.8% respectively, and the maximum error is 3.8% and 5% respectively. It can also be seen that when the frequency is higher than the maximum frequency used for model fitting, the model may not perform well and can reach an error of 20% at 15 GHz for example; see Fig. 4(m)-(o). This is because the higher-order modes present at high frequencies are not captured when the model is fitted at a lower frequency. Consequently, it is recommended to use at least one frequency higher than the operating frequency for training the model.

Having the probe’s coefficients, the proposed model can be used to extract the permittivity of the tissue at a given frequency. This is done by finding the roots of \( Y_s(k_m) = Y_{measured} \) in (3), and then choosing the roots that satisfy the physical constraint, that is \( \epsilon_m > 1 \) and \( \sigma > 0 \) S/m.

The measured normalized admittance \( Y_{measured} \) can also be calculated using the measured reflection coefficient in (1).

IV. EXPERIMENTAL VALIDATION

To validate the proposed model experimentally, two probes were fabricated: one having a flat end, and another one with a bevel angle of 60°. The probes are connected to a vector network analyzer to measure the reflection coefficient of a MUT with known dielectric properties. The frequency ranges from 0.5 GHz to 10 GHz with intervals of 50 MHz. From the measured reflection coefficients, the dielectric properties of the MUT are then estimated using the model presented earlier, and the results are compared to the known permittivity and conductivity of the MUT.

The measured reflection coefficients can not be directly processed as the raw measurements include systematic measurement errors. To remove these errors and map the measured reflection coefficient to the aperture/material interface, calibration of the system is needed. In this paper, the same calibration method discussed in [21] is used. The errors include the systematic errors of directivity (\( e_d \)), frequency response (\( e_r \)), and source match (\( e_s \)). The relation between these errors, the actual reflection coefficient (\( \Gamma_a \)) and the the measured reflection coefficient (\( \Gamma_m \)) is given by:

\[
\Gamma_a = e_d + \frac{e_r \Gamma_m}{1 - e_s \Gamma_m} \tag{10}
\]
Fig. 3. Block diagram of the optimization algorithm. Calculation of the probe’s coefficients using simulation results.

Fig. 4. Model relative error in \((\epsilon_r, \sigma)\) plane for different geometries at validation frequencies. Error is shown in percentage (%).

The three coefficients in (10) can be determined once the reflection coefficient of three calibration standards are known. Air, methanol, and short circuit are the three common calibration standards used to infer these coefficients for coaxial probes. The actual reflection coefficient \((\Gamma_a)\) of the calibration standards can be determined using simulation as discussed in Section III. The complex permittivity values of the calibration standards are obtained by the Cole-Cole equation:

\[
\epsilon_m = \epsilon_\infty + \frac{\epsilon_s - \epsilon_\infty}{1 + (j\omega\tau)^{1-\alpha}}
\]  

(11)

where \(\epsilon_\infty\) is the optical permittivity, \(\epsilon_s\) is the static permittivity, \(\tau\) is the relaxation time, \(\alpha\) is the distribution parameter. The Cole-Cole parameter of the reference liquids can be found in [27], [28]. For short circuit calibration, the tip of the probe is submerged in liquid gallium. Having all the actual reflection coefficients \((\Gamma_a)\) and the measured reflection coefficient \((\Gamma_m)\) of the calibration standards, a system of three equations can be obtained. The calibration errors (i.e., the coefficients in (10)) are the solution to this system of equations.

After calculating the calibration errors, the reflection coefficient can be determined by:

\[
\Gamma_a = \frac{\Gamma_m - \epsilon_d}{\epsilon_s(\Gamma_m - \epsilon_d) + \epsilon_r}
\]  

(12)

Having the actual reflection coefficient of a material, the relative permittivity is calculated by interactively solving (3). The actual normalized aperture admittance can be calculated using (1). For every measurement frequency, the measured admittance is equated to (3), and the root of the resulting equation corresponds to \(k_m\). The complex relative permittivity \((\epsilon_m)\) then is:

\[
\epsilon_m = \frac{k_m^2}{\omega^2\epsilon_0\mu_0}
\]  

(13)

Based on physical considerations, the root must lead to a complex relative permittivity with a real part larger than 1,
and an imaginary part larger than 0 \( (\epsilon_r > 1, \frac{\sigma}{\omega\epsilon_0} > 0) \). In this work, two roots satisfy this condition. They have almost identical magnitudes (less than 1% difference in \( \epsilon_m \)) but with opposite sign.

The permittivity of the water at room temperature (25°C) is calculated using the above procedure using the flat and the 60° bevelled probes. Fig 5 shows the measurement setup. The measured and calibrated (actual) reflection coefficients are illustrated in Fig. 6. Fig. 7, shows good consistency between the Cole-Cole model of water and the measured values. The fluctuation in the results, especially in higher frequencies, mostly resulted from calibration errors. An interpolation technique could mitigate this error.

V. SENSITIVITY ANALYSIS

In addition to extracting permittivity values from reflection measurements, a significant advantage of having a closed-form solution for aperture admittance is that it allows one to quantify the sensitivity of the probe with different geometries. The sensitivity of a coaxial probe can be defined as the relative change in measured reflection coefficient (\( \Gamma \)) with respect to a relative change in relative permittivity (\( \epsilon_r \)). Measurements from a probe with low sensitivity will be prone to error. Therefore, the proper probe geometry with an acceptable sensitivity range must be chosen for a specific material. The sensitivity of a coaxial probe also depends on other variables, such as the frequency and temperature, but their effect is of limited importance and is not considered here [29].

The sensitivity of a coaxial probe with respect to relative permittivity can be defined as follows [29]:

\[
S_{\epsilon_m}^\Gamma = \left| \frac{\epsilon_m}{\Gamma} \frac{\partial \Gamma}{\partial \epsilon_m} \right|. \quad (14)
\]

using the chain rule, the sensitivity can be expressed as the partial derivative of the aperture admittance:

\[
S_{\epsilon_m}^\Gamma = \left| \frac{\epsilon_m}{\Gamma} \frac{\partial \Gamma}{\partial Y_m} \frac{\partial Y_m}{\partial \epsilon_m} \right|. \quad (15)
\]
replacing the derivative of (1) in (15):

\[ S^\Gamma_{\epsilon_m} = 1 + \frac{Y}{1 - Y} \frac{-2}{(1 + Y)^2} \frac{\partial Y}{\partial \epsilon_m} \]  

(16)

simplifying the equation above results in:

\[ S^\Gamma_{\epsilon_m} = \frac{2\epsilon_m}{(1 - Y^2)} \frac{\partial Y}{\partial \epsilon_m} \]  

(17)

again using the chain rule, one may define the sensitivity as a functional derivative of aperture admittance with respect to \( k_m \) as:

\[ S^\Gamma_{k_m} = \frac{2\epsilon_m}{(1 - Y^2)} \frac{\partial Y}{\partial k_m} \frac{\partial k_m}{\partial \epsilon_m} \]  

(18)

Replacing \( \partial k_m/\partial \epsilon_m \) in (18) yields:

\[ S^\Gamma_{\epsilon_m} = \frac{2\epsilon_m}{(1 - Y^2)} \frac{\partial Y}{\partial k_m} \frac{\omega \sqrt{\mu_0 \epsilon_0 \epsilon_m}}{2\sqrt{\epsilon_m}} \]  

(19)

and by further replacing the derivative of (3) with respect to \( k_m \) into (19), one obtains:

\[ S^\Gamma_{\epsilon_m} = \left( 1 - \frac{1}{4\pi^2 \kappa^2} \sum_{n=0}^{\infty} \frac{(-1)^{n+1}}{(n!)^2} k_m^{n+2} I_n^2 \right)^{-1} \]  

\[ \times \left( 1 - \frac{1}{2\pi \kappa_c} \sum_{n=0}^{\infty} \frac{j^{n+1}}{n!} (n + 2) k_m^{n+1} I_n \right) \]  

(20)

Finally, simplifying the equation above gives the sensitivity as:

\[ S^\Gamma_{\epsilon_m} = \frac{2\pi \kappa_c}{4\pi^2 \kappa^2} \sum_{n=0}^{\infty} j^{n+1} \frac{(n + 2)(\omega \sqrt{\mu_0 \epsilon_0 \epsilon_m})^{n+2} I_n}{(n!)^2} \]  

\[ + \sum_{n=0}^{\infty} (-1)^n \frac{\sqrt{\mu_0 \epsilon_0 \epsilon_m}^{n+2} I_n}{(n!)^2} \]  

(21)

Close scrutiny of (21) reveals that the sensitivity is a function of frequency, permittivity, and the probe’s coefficients. Fig. 8 shows the sensitivity of each probe geometry in the \((\epsilon_r, \sigma)\) plane at a frequency of 5 GHz. The sensitivity is expressed in logarithmic scale, that is, \(\log_{10}(S^\Gamma_{\epsilon_m})\). As the figures illustrate, for a given relative permittivity \(\epsilon_r\), the sensitivity varies dramatically over the conductivity \(\sigma\). However, for a fixed conductivity \(\sigma\), changes in the medium relative permittivity \(\epsilon_r\) have a smaller effect on the observed sensitivity. The conical probe with \(\alpha = 70^\circ\) has the largest variation in sensitivity with a peak around \(\sigma = 15\), and then drops sharply for higher conductivity values. The higher the cut angle \(\alpha\), the greater the regions in the graphs where the sensitivity is below zero (blue areas).

Fig. 9(a) and (b) compare the sensitivity of the analyzed geometries for two fixed values of conductivity, i.e., \(\sigma = 0\) S/m and 10 S/m, respectively, at 5 GHz. These figures indicate that the flat probe \((\alpha = 0)\) has a more consistent sensitivity over different values of \(\epsilon_r\) than other geometries. Considering the sharp geometries, the conical probe with \(\alpha = 70^\circ\) has better sensitivity for low values of \(\epsilon_r\) and \(\sigma\), while the bevelled probe with \(\alpha = 60^\circ\) has higher sensitivity for high relative permittivity values. This suggests that bevelled probes have advantages over the conical probe in terms of sensitivity and resolution for tissue measurement. This is because biological tissues have high permittivity due to the high content of water. Since the sensitivity decreases with the cut angle \(\alpha\) in high permittivity, there is a trade-off between probe sharpness and sensitivity for tissue measurement.

An implication of the sensitivity distribution over the \((\epsilon_r, \sigma)\) plane is how coaxial probes map these \(\epsilon_r\) and \(\sigma\) values.
into the reflection coefficient plane, as shown in Fig. 10. The reflection coefficient plane represents the complex values (phase and magnitude) of the reflection coefficients ($\Gamma$) in polar coordinates. These are the reflection coefficients of flat and bevelled probes at 10 GHz used for training the model earlier. It is evident that for the same distanced values of the relative permittivity ($\epsilon_r$) and conductivity ($\sigma$), the distances in the mapped reflection coefficient values decreased significantly for higher values of permittivity. This effect increases with the probe’s cut angle; a phenomenon that was also observed by analysis of the model.

These results are consistent with the uncertainty analysis on flat open-ended coaxial probes conducted by Stuchly et al. [29]. One can conclude that increasing the cut angle or frequency, and changing the geometry from bevelled to conical (while maintaining the same cut angle) has a similar effect on the sensitivity as increasing the probe diameter. In other words, all these effects are equivalent to increasing the probe’s aperture.

VI. CONCLUSION

A sensitivity analysis of two new probe geometries is performed in this paper using a model that incorporates the analytical solution of their aperture admittance. The presented model is accurate and only requires its coefficients to be calculated once for every probe geometry, via either simulation or experimental results. Experimental results conducted with a prototype probe confirmed the accuracy of the model.

The objective of sensitivity analysis is to find the geometry with the lowest uncertainty (i.e., highest sensitivity) within the permittivity range of biological tissues. As Fig. 8 illustrates, for all geometries high sensitivity is achieved for a limited range of permittivity. However, for a frequency between 500 MHz to 10 GHz, the relative permittivity ($\epsilon_r$) of biological tissues ranges from 10 to 100, and the conductivity ($\sigma$) varies from 1 S/m to 10 S/m [2]. Within this range, the flat probe shows the best results with a sensitivity value of 1, while amongst the sharp geometries, the 60° bevelled probe has the highest sensitivity, see Fig. 9 (b).

Compared to the bevelled probe, the sensitivity analysis shows that the conical probe is less accurate when distinguishing measurements obtained from tissue samples with similar dielectric values. The reduced sensitivity of the probe thus makes the classification more prone to measurement errors, and this phenomenon is amplified as the cutting angle increases.

The proposed probe geometries can cut through biological tissue and thus they can be easily integrated into surgical tools for real-time permittivity measurement of the tissue at the tooltip. Since other coaxial probes previously studied in the literature cannot cut through tissue, they are limited to ex-vivo measurements. in-vivo measurements have several advantages over ex-vivo measurements. Firstly, excised tissues may have different permittivity values than in-vivo because of lost water content, temperature change, etc. This could easily lead to incorrect tissue classification. Secondly, real-time permittivity measurements of internal organs during diagnoses or treatment could increase the physicians’ ability to correctly locate the target and, in case of focal therapy, result in a more concentrated treatment reducing damage to adjacent healthy tissues. The analyzed diameter of the two mentioned probe geometries makes it possible to integrate them into many medical monitoring tools and the model has shown satisfactory accuracy, especially in the range of permittivity values of most biological tissues.
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