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Abstract—One of the many challenges in autonomous robots is that they can enter an error state and are unable to continue operation without human intervention. Sensors installed on the robot enable proprioception and could help the robot understand its error configuration. This paper proposes a method to determine from these sensor measurements, which are most critical in differentiating the error states such that the robot could understand its predicament, and could attempt at recovering without human aid. A classification model is built using the forward stepwise method and a scoring metric to overcome indecision in choosing between different features. This modified method is applied to three robot operating mode data sets. The experiments indicate an improvement to the classifier performance when using this the model built by the method compared to using all available predictor variables (features). With further refinement, this scoring metric could be a simple yet effective way to build classification models for increasing robot autonomy.
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I. INTRODUCTION

Robotic automation increased efficiency, precision, and safety in industrial settings by replacing humans in dangerous, difficult, and repetitive tasks. Robots are gaining the ability to automate non-repetitive, complex, and abstract tasks such as controlling autonomous vehicles [1] or in autonomous robotic surgery [2]. A key aspect of advancing robotic technology where it can be widely implemented in these challenging applications is the development of robust fault detection and prevention. Robotic system robots are subject to actuation faults, such as singular configurations and actuator deterioration [3] or execution failures like insurmountable obstacles. When operating in an industrial setting such fault may cause costly equipment damage or manufacturing downtime, and with surgical applications, human life is on the line. It is, therefore, imperative for the robot to be able to identify its own faults and diagnose them.

In the field of Failure Detection and Diagnosis, there are three general classes of methods: knowledge-based, model-based, and data-driven approaches [4]–[6]. Knowledge-based systems use similar problem-solving methods as humans. For instance, applying causal analysis draws relationships between faults and symptoms such that when a certain predefined fault behavior is observed the system can easily identify it. This method successfully automates the fault detection task but it is difficult to implement as it requires a thorough understanding of a system and its faults. Once implemented, the system can only identify known faults and, to the authors’ knowledge, has not been a method used for fault detection in robotic manipulators. Expert system-based methods, on the other hand, use a series of if-then statements. [7] present an expert-system-based framework for failure mode analysis, fault detection, tolerance, reconfiguration, and repair in a robotic manipulator. Due to the binary, true or false, terms used in their formulation, expert systems are sensitive to uncertainties [6]. One way to improve the robustness of the system is using a fuzzy expert system introduced in [8], where binary statements are replaced with graded ones.

Knowledge-based systems struggle to identify unknown faults as it requires supervised human expertise to determine what faults the robot expects, which makes them difficult to implement and scale to more complex systems, and consequently an unpopular method for fault detection and diagnosis in robotic systems.

The most popular, the model-based approaches, use a model of the system to simulate processes to detect and identify possible faults in operation, both known and unknown [6], [9]. For instance, parameter estimation identifies system parameters in the absence of faults. During system operation, the parameters are recalculated and a fault is identified if the value of the parameters changes. This method has been proposed in [10] for fault diagnosis of a 3-DOF industrial robotic manipulator. Observer-based methods, on the other hand, use system models to predict system behavior and compares it with the actual behavior of the system. A fault is identified when the two signals do not match. Such a method has been used for robotic...
manipulators. For instance, [11], [12] present the use of a nonlinear observer for fault detection in a robotic manipulator with unmodelled dynamics and discretization errors.

Model-based fault detection methods are primarily limited by the accuracy of the model. As the complexity of the system and the nonlinear behavior dominates the dynamics of a manipulator it becomes difficult to capture the true dynamics of the device. Even if a highly accurate device model exists it may be impractical to implement it due to its high computational cost. As such, model-based methods are best suited for moderately complex but well-understood systems. In complex systems, a different class of methods must be used such as the data-driven methods.

Data-driven approaches identify faults without reliance on a device model. Instead, they use sensors and device state data directly to identify known and unknown faults. One way of achieving this goal is by using neural networks. For instance, [13], [14] proposes the use of a Sigmoid Neural Network along with the device model to not only identify faults but also adjust the device model once the faults appear. Another approach has been presented in [15] where Self Organising Map Neural Network is used with a Radial Basis Neural Network to detect faults in robotic manipulators and predict its servicing requirement. A comprehensive analysis of neural network use in the field of robotic is presented in [16].

With an overwhelming amount of data available in a robotic system, it is crucial to minimize computation time and promote efficiency by prioritizing only data relevant to fault detection. As a result, dimensionality reduction methods are commonly used when training a classifier [17]. The reduced model is not only quicker, and more accurate, but also easier to interpret. The method proposed in [18] allows a designer to interpret the model features and their functions. On the other hand, a method proposed by [19] improves the robustness of the dimensionality reduction methods in systems with many dimensions and ample noise.

One method that has not been used, thus far, for fault identification is the stepwise model building method proposed in [20]. It is a good candidate for fault identification as it is simple to implement and accurate. However it can struggle, in some cases, to select between two features with equal chances of improving the model.

This paper presents a novel data-driven method for identifying failure modes in a robotic manipulator. The method is based on the forward stepwise model building method presented in [20] and it incorporates a novel advancement in scoring criteria that improve the model building by helping to choose between features that could improve the model. The proposed method refinement improves the accuracy of the model with the potential to use a fewer number of features than all of the available predictive variables. As a result, the features extracted by this method could still represent physical measurements making it easier to understand and adapt to many applications.

To the best of our knowledge, the forward stepwise model building method and its derivation have not been used for robot failure detection and identification, thus far. Therefore, this paper presents a first-of-its-kind implementation and evaluation, and a comparison of the forward stepwise model and the proposed modification.

To this end, Section II presents the modified forward stepwise model building method and its working principles. The method is then validated, in Section III by comparing its prediction capabilities with a model that uses all available features, in detecting failures in robotic manipulators using three data sets. Section IV then discusses the results, highlighting the performance difference between the two methods. Finally, Section V concludes the applicability and feasibility of using the novel method in various applications.

II. CLASSIFIER MODEL

A. Building the Classification Model

The classifier model is constructed using a method similar to the forward stepwise analysis method [20]. One begins with a null model; a model that contains no features. One at a time, each possible feature available in the training data set is added to the model, and the predictive accuracy of the model is tested with the validation data set. In the basic forward stepwise analysis method, the feature with the largest improvement to the predictive accuracy is permanently added to the model. The process then repeats, where additional features are added until some type of stopping criteria is achieved.

One possibility that can arise in this method is that multiple features may yield the same amount of improvement to the model, see Figure 5. One must then introduce a decision criteria to choose between which of the candidate features to add to the model. Here, a decision criteria originally introduced in [21] could be used. This selection method utilises the available metrics in the training data to determine which features are more likely to share similar values across the classes.

For a given feature $x$, the amount of which two classes $c_1$ and $c_2$ having similar values can be quantified with the overlapping index $\eta$ see Figure 1. The overlapping index is evaluated by computing the area underneath the intersection of the probability density functions for these classes $\eta$, in essence,

$$\eta(x|c_1, x|c_2) = \int_{-\infty}^{\infty} \min \left( f(x|c_1), f(x|c_2) \right) dx. \quad (1)$$

Since both $f(x|c_1)$ and $f(x|c_2)$ represent probability density curves, the value of the overlapping index is $\eta \in \mathbb{R}[0, 1]$. An overlapping index of 0 would indicate that the feature has no commonality between the two classes. In contrast, a value of 1 would indicate that the two classes
have exactly identical values for the feature. In the context of classification, it is desirable to have a low value for the overlapping index between two features such that each feature is unique. However, a low value for the overlapping index is an insufficient marker on its own for extracting unique features where $\eta$ could be a small value caused by a large range in one of the classes.

Adding the coefficient of variation $v$ as a metric introduces a penalty for data that have high variance. This can be calculated using the mean value $\mu$ and standard deviation $\sigma$ for the $i^{th}$ feature in the $j^{th}$ class such that,

$$v(x_i | c_j) = \left| \frac{\sigma}{\mu} \right|.$$  

(2)

A smaller value of $v$ is desirable, as it would indicate that the data is more closely gathered about the mean, and would suggest that future measurements would also be near the mean value.

With the overlapping index and coefficient of variation metrics defined, the scoring metric proposed in [21] can be used to quantify the similarity the values for a $i^{th}$ feature of two arbitrary classes would be,

$$SC(x_i | c_1, x_i | c_2) = \eta(x_i | c_1, x_i | c_2)v(x_i | c_1)v(x_i | c_2)$$  

(3)

B. Classifier Method Selection

There are many valid classifiers that exist in the literature. In this paper, a discriminant analysis classifier is used. This type of classifier is easy to evaluate, and is applicable to multi-class problems. At its core, this classifier establishes boundary curves that separate the classes, and determines the label for a new test sample by determining on what side of the boundary the new test sample lies. These boundary curves can be constructed simply by knowing the mean and covariance of the training data points for each class. Since it is not a guarantee that the covariance for each class will be equal, linear boundary curves can not be used. In this circumstance, quadratic boundary curves can be used instead.

III. METHOD VALIDATION

A. Robot Failure Mode Database

The database provided by Luis Seabra Lopes and Luis M. Camarinha-Matos [23] provides 6-DOF measurements from 15 sensors on a robot, totalling 90 features and an associated robot status label for a robotic manipulator during its programmed tasks. Using this data set, one could conceivably develop a classification model using these features to predict the robot’s status given a new set of measurements. However, using all of the available measurements may not be desirable. A better classification model could be developed with fewer features: using only features that best separate the classes.

This paper utilises the LP1, LP4 and LP5 data sets from this repository; LP2 and LP3 were excluded from this study as there were an insufficient number of instances for all classes to properly train the classifier. The LP1 data set contains four unique classes that denote the state of the robot. Similarly, LP4 contains three classes, and LP5 contains five classes.

B. Applying the Method

The forward stepwise analysis method with the selection criteria described above was used to construct a model for a quadratic discriminant analysis classifier. The stopping criteria used in this study are: 1) the addition of an additional feature would make the predictive accuracy of the model worse, 2) the number of features in the model being built exceeds the arbitrarily selected maximum of eight features.

C. Experimental Results

The three data sets investigated were each analysed nine times. For every run, the data was randomly partitioned into test and training data with a 70-30% split respectively. The training data was further partitioned with a validation test set, also with a 70-30% hold out.
Fig. 2: A graph where the vertical axis depicts the difference in model accuracy using all features and the accuracy from the extracted features. The general trend seen across 9 runs with each data set suggests an improvement to the classifier accuracy when using the extracted features. The LP4 data set in particular was highly receptive to the method, where the model was consistently improved by a significant margin. The LP1 and LP5 data sets had experienced a few instances where the classifier accuracy was worse when only using the extracted features.

Each run would utilise the method described in this paper to build the classifier model with the extracted features. Shown in Figure 2 is the difference in model accuracy when using all of the features in the data set and only the extracted features. The average accuracy with built models for the LP1, LP4 and LP5 data sets were 79%, 81%, and 59% respectively. For comparison, the average accuracy of the models that used all features for the LP1, LP4 and LP5 data sets were 71%, 53%, and 56%.

The method was able to reduce the number of features in the classifier in all of the simulation runs due to the applied stopping criteria.

Shown in Figure 3 is the result of one of runs with the LP1 data set. The confusion matrices highlight an improvement in classifier accuracy when using the model with extracted features. Similar performance was seen in other runs, where the number of misclassifications was reduced when using the model with extracted features.

IV. DISCUSSION

The proposed method used in this paper appear to be useful at reducing the feature space of the robot failure mode data sets. In Figure 2, the general trend seen is an increase in classifier accuracy when only using the extracted features in the classification model. The effectiveness of the method seemed to favour certain classification problems, such as the LP4 data set, where the classification accuracy improved by as much as 42%. However, in the LP5 data set there were mixed results in the improvement of the classifier; in one run for example, the accuracy decreased by 18% when using the extracted features.

The methods described here are very sensitive to the spread of the data, and will struggle with classes that have features that are subsets of another class, see Figure 1(a). One could attempt to overcome this limitation by applying a relevant kernel function to the data [24].

Fig. 3: The confusion matrices of the predicted and actual classes with the test data set for one of the runs with the LP1 data set. (a) Using all 90 features in the classification model to achieve an accuracy of 69%. (b) Using the three extracted features in the classification model to achieve an accuracy of 88%.

Fig. 4: Shown in the scatter plot are the features $F_{X_2}$, $F_{X_6}$, $F_{Z_3}$ from the training partition of the LP1 data set. These features were extracted using the method and were able to correctly classify the validation partition with 100% accuracy. When using these features for the test data, the accuracy was found to be 80% compared to the 65% when using all features.
In a few instances, the results in Figure 2 depict scenarios where there was little to no change in the classifier accuracy when using the extracted features. While this may seem like a failure of using the method, it is important to remember that the feature space has still been reduced, as the maximum number of features in the model construction was capped. Therefore, one can use fewer features to achieve the same classification accuracy. In applications where there may be a cumulative delay in robot processing due to sensor reading frequencies, some unnecessary sensor readings could be eliminated by using the methods proposed here. Alternatively, if one were to consider using the proposed algorithm with a classifier other than discriminant analysis, the so-called curse of dimensionality can become a significant consideration, where increasing the number of features in the classifier model can harshly impact the computational efficiency.

An inherent limitation of the forward stepwise analysis based methods are that they may not find the best possible model. The method only considers the next available feature that will improve its accuracy, which can lead to approaching only a local best solution. There may exist a better global solution that the method had not considered due to a combination of features that could yield better model accuracy. This is an advantage of methods like Random Forest [25], [26], which can explore more combinations of features to build a better performing model.

Lastly, the run-to-run discrepancies in the model improvement results indicates a dependence on the variation of values of the training data. In data sets with a smaller number of observations, an outlier sample will have a larger impact on the data metrics, which are crucial to both the discriminant analysis classifier and the feature scoring criteria. It is thus recommended to carefully remove significant outliers in the data sets prior to applying the method and to collect a sufficient number of samples to effectively train the model.

V. CONCLUSIONS

This paper applied a modified forward stepwise model building method to a robot failure mode classification problem. The proposed modification shown in this work is to use scoring criteria when faced with multiple features that could improve the model during an iteration. The supervised model building method was used with three data sets that contained force and torque measurements of a robot during normal operation and in a failure mode. The outcome of the experiment was positive, where most models developed were able to both use a small number of required features and improve the model accuracy, when compared with using all available measurements. However, some of the results did show worse performance when using the model built from the method. In the future development of the proposed model builder it is needed to investigate these failures and how the method can be improved. Only QDA was used in this paper, and the data sets may be more receptive to other classifiers, such as k-nearest neighbours or support vector machines.

While using the proposed method was successful in reducing the number of features in the model while improving accuracy, the scope of this paper did not investigate...
other feature reduction techniques such as Boruta [27]. Comparing the efficiency and model improvement using these different feature reduction methods on the same data is recommended.

The applicability to other real-world systems in operation is to be seen. It is crucial that the data sets be adequately labelled for these methods to function. For instance, a mobile robot may be in a failure state for a variety of reasons, it is up to the supervising creator of the database to determine an appropriate label for this failure state. Oversimplifying the labels into broad groupings may result in poor clarity of robot status, or difficulty in finding relevant features that are applicable to all states lumped in the group. On the other hand, being overly specific and increasing the number of labelled failure modes may generate inaccurate classifications due to a large amount of overlap in shared values. Furthermore, an increase in the number of classes should have a corresponding change to the number of samples in the database. For some robotic systems it may be difficult to accumulate repeatable measurements for the desired failure modes. It may be needed to then generate samples from simulation of the robot, provided that an accurate simulation model of the system exists [28].

The results of this paper appear promising as a simple way to improve the ability of a robot in determining if it has encountered an execution failure. With further refinement, robot autonomy can be robustly improved by identifying faults. These improvements to robot intelligence and make applications from mobile humanoid robots to surgery assisting robot manipulators one step closer to being realised.
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